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Problem Statement

@ Given n arms, find the arm with highest mean

@ For the sake of simplicity of analysis | took 3 arms with means 1, p1, i,
1 > p2.

(3] define A]_:].—/Ll,A2:1—,LL2

H=2 4+ L

T62 A TS
e Ai - HTi (%) < Ai < Ai + HT;(t)
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T452 T452
A,'— HT(t)<A <A—|— W
Proof:
T42
1i(t) — pil < Gvrm-

From the reverse triangle inequality

|Ai(t) = il = 1(2i(t) = 1) = (i = 1)
> [1Ai(t) = 1 = |pi — 1|
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Analysis [1]

@ Let the number of pulls of arm 1 be x, arm 2 be y.
@ The number of pulls of arm 3(with mean 1) is T-x-y>x,y

© In D tracking's variant we are trying to track the optimal number of
-2

ulls i.e T4
p . H

. A2
Q@ we sample argminT;(t) — * o
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Analysis

Characterization of some helpful arm. At time T, we consider an arm k that
has been pulled after the initialization phase and such that

T(T)—1> (LXQ. We know that such an arm exists otherwise we get:
k

aS L T-K
i=1 i=1 i

which is a contradiction Note that since T > 2K, we have that
TW(T)—1> 2HA2 We now consider t < T the last time that this arm k
was pulled. Using Tk( ) > 2 (by the initialisation of the algorithm), we know

that:
T

Tu(t) > TW(T) —1> s
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@ My aim was to see how many more pulls does this variant take
compared to the optimal number of pulls i.e estimate the constant ¢ in
—2
TAlT(HC) and how worse the worst arm performs i.e estimate the
-2 _
constant d in mzf(ld)
@ Define T’ = Instant when the helpful arm(with mean 1 in our case) has
reached its last pull.

; TAD?
QO 7T'>—5

A—2 1A —2

!
Q At T’wehavez—Tﬁ1 <y-— Tﬁ2 and z > y.
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@ For z > Threshold the above equation is not satisfied.

@ Therefore we need to find the maximum value of z above which it is
not satisfied.

© We simulate it for different H(A1, Ay) and T = Time Horizon.
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Conclusion

© For a fixed hardness H, as T increases the constant c,d approaches 0.

@ Found the first Time instant using Binary search ,where ¢,d < 1. Call
it Tg.

© Tpg have a some relation in H,A1, A»

© It looks the there is some additive factor i.e the log e(T) has some

additive factor like w apart from the multiplicative factor

B
Holog (k)"

@ c(H, T) increases as H,T increases.But as T increases ¢ seems to
converge.
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